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Abstract (CPDIS Archive Processing

Since 1982, the Crustal Dynamics Data Information System (CDDIS) has supported the archive and distribution of geodetic data products acquired by NASA as well as national and international programs. These data include The CDDIS archive update process can be divided into several structural components allowing for efficient and secure processing: deposit, operations, download, and archive
GNSS (Global Navigation Satellite System), SLR and LLR (Satellite and Lunar Laser Ranging), VLBI (Very Long Baseline Interferometry) and DORIS (Doppler Orbitography and Radiolocation Integrated by Satellite). The CDDIS support.
data system and its archive have become increasingly important to many national and international science communities, particularly several of the operational services within the International Association of Geodesy (IAG)
and its project the Global Geodetic Observing System (GGOS), including the International DORIS Service (IDS), the International GNSS Service (IGS), the International Laser Ranging Service (ILRS), the International VLBI DEPOSIT: Suppliers of content for the archive (e.g., network tracking data from operational centers, products from analysis centers, etc.) transfer their data and product files
Service for Geodesy and Astrometry (IVS), and the International Earth Rotation Service (IERS). The CDDIS has recently implemented a new, distributed hardware architecture. This poster will include background information to the CDDIS deposit or “incoming” disk location using ftp. These incoming accounts have limited privileges allowing users to only deposit files. In a few cases, the CDDIS will
about the system and its user communities, archive contents, available metadata, new system architecture, and future plans. retrieve files for the archive from data/product sources. All suppliers access a server dedicated to receipt of incoming files.

. . OPERATIONS: All processing of incoming files takes place in the CDDIS operations area, which is accessible to internal users only. Software scans the deposit directories on

DH FIOW In Support Of IAG SerVICeS pre-determined schedules dependent upon the type of incoming files and copies the files to temporary locations where their contents are validated for readability and integ -

rity (format and content) and metadata are extracted and loaded into a relational database. Valid files are moved to the CDDIS archive.

_ DOWNLOAD: The CDDIS public archive is openly accessible to the scientific community through anonymous ftp and the web. It is the repository for all valid files provided by
NS SSIE el the operational/regional/global data centers, analysis centers, and analysis
| center coordinators. The structure of the archive follows conventions estab -
' | I t lished within the services and thus is data type (i.e., GNSS, SLR, VLBI, or DORIS)
Data Data Quality Feedback dependent. All users access a separate computer system dedicated to serving
’ I files from the archive’s disk farm.

ARCHIVE SUPPORT: A final portion of the CDDIS archive update process is
devoted to utilizing extracted metadata to maintain supporting information,
particularly files summarizing the contents of the download area, statistics on
the timeliness of the incoming files, etc.
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(e.g., CDDIS) On June 21, 2010 the CDDIS transitioned operations to a new distributed server
| environment. This new configuration allows for efficient and timely processing

| 4 I I 1 I of incoming files as well as enhanced system security by separating
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Technique-Specific Products  Technique-Specific Combined Products user/archive functions. Distinct servers handle incoming data and product files
‘ (server cddisin.gsfc.nasa.gov), outgoing ftp and http requests (server
cddis.gsfc.nasa.gov), and archive operations to the RAID storage. Servers

® Gss Site U™ e énaltysis 2 CT(‘)E;%?;‘;L&%“ 2 'Tgo'?n“gr'?a':t{gf- handle load balancing on incoming queries for files to host cddis.gsfc.nasa.gov.
: : . : : : enters = The archive server manages the RAID storage and its connections to the incom-
Today'’s global network of geodetic observing sites includes 421 GNSS receivers, 40 laser ranging sites, 44 VLBI Centers Centers g g

ing and outgoing servers. Each server has a “hot spare” which can take over
operations should a failure occur with the prime server. Additional RAID stor -
age has been installed to bring the total available storage for the CDDIS archive
to nearly 16 Thytes, plus additional internal storage for processing and data -
base applications. The CDDIS archive increases in size by approximately 1
Tbytelyear; the existing storage will accommodate the archive requirements
for the near future. The CDDIS computer system also includes a secondary
server for daily backup of the archive. Furthermore, two additional servers and
RAID arrays will be set up in the next few months at another GSFC location to
provide a complete backup server environment should access to the primary
systems be disabled.
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stations, and 56 DORIS sites. The CDDIS provides data from these sites and higher-level products derived from
these data.

An essential element to the operation of all of the IAG’s international scientific services (the IGS, ILRS, IVS,
and IDS) is their information system and archive components. These archives are the central source of data for
the services’ analysis communities as well as those products generated by the analysis centers for use by a
broader user community. The CDDIS serves as the single data center resource from which the data from all
these networks (IGS, ILRS, IVS, and IDS), and the resulting products derived from their data, may be accessed.
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Information, Communications, Publications Policy In addition to computer hardware changes, the CDDIS replaced its internal

database management software with MySQL (from Oracle). This change

required modification to database schemas, supporting software, and report
IAG service components Components external to IAG service queries

ILRS

The IGS, as well as the ILRS, IVS, and IDS, makes use of a similar, distributed data flow structure for the trans -
mission of information, data, and derived products from the observing stations to the user community. The
structure for the services can be divided into the following components: Network Stations, Data Centers Analy -
sis Centers, Analysis Center Coordinators, a Coordinating Center, and a Governing Body. Participants in these
service activities collaborate at all levels to ensure consistency and timely delivery of data and products. GNSS
(and laser ranging, VLBI, and DORIS) data are transmitted through the various levels shown in the figure to
ultimately arrive at the analysis centers, combination centers, and general user community.

(CDDIS Reporting Future Developments

METADATA UPDATESMetadata can be thought of as “data about data”. They describe what, where, when, and by whom a set of data or products were collected. Meta -

The breakdown of the con - data are used to manage the data archive and aid in access to this archive.

DORIS (1%) tents of the CDDIS archive by

SLRV(Ll({% etadata type in 2010. The majority of Today, CDDIS software extracts metadata as part of its data validation and ingest process. The fields and format of these metadata are dependent upon data type and process -
(<1%) the online storage is devoted ing level. However, to support integration of information about IAG service data and product holdings into the GGOS portal, the CDDIS staff has begun development of a new
to the archive of GNSS data. metadata model to be used for all types of data and products archived in the system. The model will be based upon internationally-recognized metadata standards in coopera -
- The CDDIS GNSS archive cen  tion with GGOS and the EOSDIS Clearing House (ECHO). Some of the parameters to be addressed in the new model include descriptions at various levels:
sists of 19 years of daily, collection (e.qg., laser ranging normal points, IGS final orbits, etc.) granule (e.g., daily RINEX observation data for GODE on day 10152, IGS final clock solution for day 3 of
30-second files (420 sites in week 1582, etc.) ancillary (e.g., station code GODE refers to a site at Greenbelt, MD, etc.).

2010), 3 years hourly, 30-
second data (280 sites in
Hourly DalS Qe 2010),10 years of high-rate
1-second data (140 sites in
GNSS (930/1) 2010), and 18 years of GNSS

Several standards have been developed for metadata. GGOS will base its metadata model on ISO 19511 and will provide core metadata information for all geodetic data sets
from the contributing IAG services. Therefore, these services will need to provide metadata, through their data centers, following this model so that their data are discover -
able in the GGOS portal. The model can be extended to include other metadata required by the individual services and or data centers.

High-Rate Data (52%)

USER INTERFACE ENHANCEMENT#ie area of improvement for the CDDIS is in discovery of the system’s contents for both new users and for the existing user base. The
average user of the CDDIS today accesses the contents of the archive through anonymous ftp by means of automated scripts. Analysts can use this method for data transfer
DORIS (1%) because they are familiar with the structure of the CDDIS and thus know what files they require, their availability schedule, and where to find them within the online struc -

product files.

Archive Composition in 2009

VLBI ( Other(1%) ture. However, new users of the CDDIS, both those familiar with space geodesy techniques as well as new research communities, would prefer a browsing interface to the
The breakdown of CDDIS SLR (3%) e archive c_ontgnts. Therefore, the CDDIS_ will undertgke the_ deS|_gn of a web mterfac_e based search tool that queries the CDDIS metadata._Users will have the ability to specify
archive downloads by volume N search crlt_erla b_as_ed on tem_po_ral, spgtlal, target, site designation, and/or pbserva_tlon_ parameter in order to !c_ient_lfy data and produ_cts of mter_est for d_ownload. R _ esults of
for 2009 categorized by (1“2%) f[hese queries will include a_Ilstlng of sites (or other metadata) or data holdings satisfying the user input specifications. Such a user interface will also aid CDDIS staff in manag -
ing the contents of the archive
data/product type. A further High-Rate
breakdown by data format Data (18%)

and processing level is shown -
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Profile of users retrieving files
(based on volume) from the
CDDIS archive in 2008.

A new report summarizing data latency has recently been created at the CDDIS. This monthly/yearly report pro -
vides average latency statistics on the arrival of hourly data by site.
Government (53%)
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